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1. Answer the following questions (any ten) :
1x10=10

o oA e forn (R e weebt) -

(a) What is a standard normal variate?

e SR [se 2
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(b)

(c)

()

(e)

(2)

When do we use F-test?

TR F-ofRel coRom e I 2

What is meant by scaling?
oot 3ferea 6 qem 2 ‘

When does specification error arise?

Rew e @l cwfem Teg =2

If the error term is not distributed
normally with 02 variance, what type of
problem may arise?

T @B “meh! MR Rem SRS o2 ferer
T (SR'TH (PR STPTE T =W 2

() Why are there two regression lines?
WO SRR (341 Ry A 2
(99 What is adjusted R??
wsfecafEe R? 2
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(h)

()

0)

(k)

@

(m)
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(3)

When does type-II error occur?

Bize-11 @6 fom Tea =3 2

Why do we add a random term in a
linear regression model?

e swre Wi oo & om @b [Fw @
FNW? '

What is meant by degrees of freedom?
Foger Tl I & @2

If E(U,U;) # 0, which problem does arise
in a linear regression model

9Bl (AT AT @91 Y, = o +BX, +U,© 3
EU,U;) #0 =8, (ot72't3 & 5T Ted =1 2

What is the relation between correlation
and regression coefficients?

STEH SIF SAREET 25 TSS 3w & 2

What is critical region?

5o o 2
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(n)

(o)

(4)

State the expression for normal
distribution.
YRS I6 (A TS FAH?

What is the difference between error
sum of square and explanatory sum of
square? y

@ R @ W ORI I @I
TS 14 ford |

Answer any five of the following questions :

2x5=10

wore fagr R @I b1 e Tes fors

(a)

(b)

(c)

(@)

22A/1121

Write two uses of Student’s
t distribution.

Student’s t Re373 151 974 foran |

Distinguish between type-I e'rror and
type-II error.

ol o W HRe-ll @l TS 1Y
o

Define coefficient of determination in a
two-variable linear regression model.

P 5od (AR SHRE WS AP BN
e gl |

What is partial regression coefficient?
AE AR BN 2

( Continued )

(e)

(9)

(h)

(5)

Distinguish between multicollinearity
and autocorrelation.

TP HE FACTSITH TS 14 foran |
Write two assumptions of F-test.
F-fr5ea 151 SfSqrRen foran |

What are errors in variables?

vered @by R 62

Give two reasons for arising multi-
collinearity problem.

TR TP T8I (TR 701 R fora |

3. Answer any four of the following questions :

5x4=20

o f 1Tl BifR0! e Tes o

(a) Explain diagrammatically the area
property of normal distribution.
4R 3% T CafEreer s sr=rye scermsa
1

(p) What are the properties of a good
estimator? Explain.
b1 Ty SEEMRIRIA (IREPTR I 9 |

(c) Explain the assumptions regarding the
stochastic term of the linear regression
model Yt =(X.+ﬁXt +Ut'
Y, =a +BX, +U, AR e =ity @b
O SSYRATIA 10 391 |
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(6) (7)

(d) Explain the concept of confidence 4. Answer any four of the following questions :
interval. ' 10x4=40

(e)

() Distinguish between individual and (iii) above 2000?
joint functional form of regression (0<Z<1=-0.3413)
g 0<Z<0.5=0-1915] 2+2+6=10
ARy wffe Afere wF W FAE AT
“f1efey forat | MR 3% 2 TR IR ) R
2’5 AR W@ p=1600 WF o =200
(g9) Explain how the omission of relevant Te wEeed Rgei) =™ 1500 SF
variable can create a problem in 18003 f®3® M, (i) 15003 @&e R
regression analysis. e (iii) 20009 €°RC W RRR e
R RomEre  opife teae I o[ Sferea |
(AL MR B 2, A 47 | [(0<Z <1=0-3413),
(0<Z<0-5=0-1915]
(h) What are the methods of detecting
heteroscedasticity? Explain any two of
Hapm. (b) Distinguish between null hypothesis
Raufvem Sfream wmforz & &2 TR R and alternative hypothesis. When do we
CTCAT @WW {01! use chi-square distribution? A random
22A/1121 ( Continued ) 22A/1121 ( Turn Over )

PR SR 4RECOIR SICEAs] 641 |

What is a dummy variable? What is its

importance in statistical inference?
2+3=5

AR v feca B oq@E e ARG e
YR GFY A T4 | '

were frar R e st R Tl o -

(a) What is a normal distribution? What are
its usefulness? Assume that family
incomes are normally distributed with
u=1600 and o =200. What is the
probability that a family picked up at
random will have income (i) between
1500 and 1800, (i) below 1500 and



(c)

(d)

22A/1121

(8)

sample of 5 students from a class was
taken. The marks scored by them are
80, 40, 50, 90 and 80. Are these sample
observations confirm that the class
average is 70? [Tabulated value of
t =278 corresponding to (n-1) d.f]
f 2+3+5=10
0 AR F LI AR TS el
111 Chi-of Resa @fem vz =1 209
@b TR 5 T WA T SEETSE
¥ | (SR W A 80, 40, 50, 90,
SIF 80 |, €% MIMNAR AMRT & 70 3ol
TS FCIC 2
((n-1) d.£3 3TITw *f&Tm T4 ¢ = 2. 78]

State and prove Gauss-Markov theorem

for B, in linear regression model

Yy =Bo +B1X; +U;, where B, and f, are
parameters and U, is stochastic term. 10
Yi =B +B1 X, +U;, WERT @R SHES
-TREFS TGO TS WF 29 F9 | T’ B,

I B, 254 =W IF U, F6 % 27 |

How to measure the standard errors of
regression estimator? Explain the
concepts of hypothesis testing and
forecasting. 2+4+4=10
TAEITS ART BB FEME SR /o
AREE AP F PR o™ wn
901

( Continued )

(9)

In a three-variable linear regression
mOdel Yt "—'-Bo +ﬁlet +BZX2t +Ut’
estimate the parameters B, B;, B,. 10

a1 O e PRY @IR AvERER
Tferear IS ST @R
Y =Bg +B1 Xy +52X2: +US# By, By, Ba
o{T6% 2 |

A production manager is trying to
estimate the contribution of labours and
machines to output. Consider the
regression model

Y =Bo +B1 Xy +B2 X5 +U
Compute the least square estimates

including interrupt term from the
following observations :

Output (Y)  Labours (X;) Machines (X))

40 46 24

42 60 15

37 54 12

50 50 50

36 42 19
Apply the least square method to
estimate the parameters. 10

& T HIMI AW WE qEE  TommR
Teomee SRz Gk I3 R | GB1 TR
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( 10 ) (11)

oiff y= Bo +B1X; +B,X, +UR  WHR® () Explain how specification error may
ey B ARMHEN ORem R o arise if irrelevant variable is included in
S - a linear regression model. Explain the
consequences of specification error.
Beamr (v) (X)) 7@ (X,) 4+6=10
40 46 24 SAPRPE 5oed wdl R Reed &% o
" ol B B8 T ? X @9 SRR SIS < |
37 54 12 s
50 50 50
36 42 19 ool
fFres 35f “mfS e FR emweER Sfea |

(99 What are the sources of auto-
correlation? Describe Durbin-Watson

D test. 4+6=10
TR AT TPz & 2 oRie- st )
D =371 101 41 |

(h) Explain the consequences of multi-
collinearity. 10
RTINS YSR A 47 |

(i) How can heteroscedasticity affect OLS
estimation? How would we correct for a
heteroscedastic error term if the nature
of the heteroscedasticity is known?

5+5=10
TS RENRGAH @ oo/ o2 1
oo of we = orE T
(P BER AR 2

22A/1121 ( Continued ) 22A—3000/1121 3 (Sem-4/CBCS) ECO HC 3




