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The figures in the margin indicate full marks
Jfor the questions

1. Answer the following questions (any ten) :
1x10=10

T AR Teq forn (R et wet)

(@) What is a standard normal variate?

el TR {59 & 2
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(b)

(c)

(@)

(e)

(9)

22A/1121

(2)

When do we use F-test?

it F-+_%1 @fem 3921 @12

What is meant by scaling?
“{fet 3feree & o 2

When does specification error arise?

R Raga &b @fom Tea =2

If the error term is not distributed
normally with o2 variance, what type of
problem may arise?

% @6 e SR Rt wuEe o? e
T (SR’ TA (FCERE TR T8 = 2

Why are there two regression lines?

WO SR (391 e A 2

What is adjusted R??

wfefes R? &2

( Continued )

(h)

(3)

When does type-II error occur?

Bie-11 &6 Ffom Tea 272

() Why do we add a random term in a
linear regression model?
AR e wf¥ @bre @ om <o B Q@
PAA? .

() What is meant by degrees of freedom?
yoger Tl JfecE [ g2

(k) If EU,U;) #0, which problem does arise
in a linear regression model
Yt =a+ﬁXt +Ut?
@1 CaRF SRET @1 Y, =0 +BX, + U, I
EU,U]) 20 =, (32’73 & 5707 Ted =1 ?

() What is the relation between correlation
and regression coefficients?
SPTHE IF AR W2 &S 77 (F 2

(m) What is critical region?
STwoe o 62
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Ve )

(n) State the expression for normal
distribution.
YR IBH @A TS A ?

(o) What is the difference between error
sum of square and explanatory sum of

square? {
o R @EEd WE JRA! 1[I
s #{1efe fore |

2. Answer any five of the following questions :

2x5=10
wers gt R e Hobt 2 Ted for
(a) Write two  uses of Student’s
t distribution.

Student’s t Re4R 161 ITA o |
]

(b) Distinguish between type-1 error and
type-1l error.

o] @ W SRl TR Wwe A
ferr

(c) Define coefficient of determination in a
two-variable linear regression model.
72 5o (AR I S AT BN
sigea] s |

(d) What is partial regression coefficient?
R SRR B 2
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fe)

(9)

(h

(5)

Distinguish between multicollinearity
and autocorrelation.

TR W T TS 14 o |
Write two assumptions of F-test.
P-ofRrsed o1 SifSqren ford |

What are errors in variables?

o ooz o 2

Give two reasons for arising multi-
collinearity problem.

FTSTTRE F T8d (IR o T o

Answer any four of the following questions :

5x4=20

wod & @IeT wifAn! ope e o

(@)

(b)

()

22A/1121

Explain diagrammatically the area
property of normal distribution.

SR 3% S PR B S ST
40

What are the properties of a good
estimator? Explain.

Bl Ve TP CAFBPTR I 9

Explain the assumptions regarding the
stochastic term of the linear regression
Y, =0 +BX, +U, CaR® wEe =i @M
MO SSYRATCIA T 341 |
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(6) (%)

(d) Explain the concept of confidence 4. Answer any four of the following questions :
interval. : 10%x4=40

(e) What is a dummy variable? What is its (a) What is a normal distribution? What are
importance in statistical inference? its usefulness? Assume that family
2+3=5 incomes are normally distributed with
S v e & w2 o S u=1600 and ©=200. What is the
YR BFY DA 4T | probability that a family picked up at
random will have income (i) between
() Distinguish between individual and IEOO S SUEEA NI A0
joi functional form of regression b nins o
ﬁlﬁel 3 [(0<Z<1=0.3413),
) (0<Z<0-5=0-1915] 2+2+6=10
R WEe Tfeae wE W FAAq Ao
“f1efy forat | AR 359 &2 TR @ fon ) R @@
2q ARARE 9W p=1600 WF o =200
(g) Explain how the omission of relevant TS AyRIeRd [RFei6) WW 1500 W
variable can create a problem in 18007 fSev® 2|, (ij) 15003 ©oS @M
regression analysis. WE (i) 20009 €{S W ERR WS
T Ao APBR S AWM oS Sfered |
(RTALAC STOIR B 27, A 497 | [(0<Z<1=0-3413),
0<Z <0-5=0-1915]
(h) What are the methods of detecting
heteroscedasticity? Explain any two of
Hytmn. (b) Distinguish between null hypothesis
ffeem Tferea "ﬁz'f%’ﬁ{i & 2w R and alternative hypothesis. When do we
CPICAT 451 T 3941 | use chi-square distribution? A random
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(c)

(d)

22A/1121

(8)

sample of 5 students from a class was
taken. The marks scored by them are
80, 40, 50, 90 and 80. Are these sample
observations confirm that the class
average is 70? [Tabulated value of
t =2-78 corresponding to((n—l) d.f.]

2+3+5=10

) AR W LI AR TS A4
341 | Chi-35f Regq @feq IR 391 W2
@B T 5 & FIR I SAIEAGS @RI
29 | (oSA ¥ I 80, 40, 50, 90,
wF 80 =W, €3 SRYEAR MeRT o 70 I
ANAS FCICA 2

[(n-1) d.£3 TS &= T t =2- 78]

State and prove Gauss-Markov theorem
for B; in linear regression model
Y; =B +B1X; +U;, where Bg and B, are
parameters and U, is stochastic term.

Y, =Bg +B1 X +U; TERET (AR WIHRO
'H-TAFS TGO & AE AT F | TS By
1% B, AT W IF U, &6 M 2 |

How to measure the standard errors of
regression estimator? Explain the
concepts of hypothesis testing and
forecasting.
SAEETS  MHRY Fo T S W2
oAfRFE AT AF FOPR {RACIR I

91|

10

2+4+4=10

( Continued )

(e)
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(9)

In a three-variable linear regression
mo.del Yt =Bo +BlXIt +B2X2t +Ut’
estimate the parameters B, B;, B,.

ab1 7 v ERY @R APERR
Sferear T'e ST @
Y =Bo +B1 Xy +Bo X +UT® By, By, By
oAToe] 2 |

A production manager is trying to
estimate the contribution of labours and
machines to output. Consider the
regression model

Y =Bo +B1X; +Ba X5 +U

Compute the least square estimates
including interrupt term from the
following observations :

Output (Y) Labours (X)) Machines (X,)
40 46 24
42 60 15
37 54 12
50 50 50
36 42 19

Apply the least square method to
estimate the parameters.

G TeAM oI AW HF e TAmm
et SR Rt T% PR | GO el
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( 10 ) ( 21 )

S Y =B +B;X; +By Xy +UR SRS () Explain how specification error may
ey 3T AfRYWER GRe Y9 99 arise if irrelevant variable is included in
Sferear : a linear regression model. Explain the
consequences of specification error.
T (v) W (X) @ (Xy) * i 5
4+6=10
40 46 24
i3 60, % i APRE veed @l Rew Resd &b e
37 54 12 T3 20 ? R Ffo9 rSRPTIR SICEEA 1 |
50 50 50
36 42 19 * % K
ooy 3of 1&fe IR IR ABARE Tferean |

(g9 What are the sources of auto-
correlation? Describe Durbin-Watson

D test. 4+6=10
TR DR SopE [ 2 wRiiE-ewtee
ECiaEIEES

(h) Explain the consequences of multi-
collinearity. 10

RTINS AS[ F(CEA™A] 47 |

(i) How can heteroscedasticity affect OLS
estimation? How would we correct for a
heteroscedastic error term if the nature
of the heteroscedasticity is known?

5+5=10
sore  REwfIves @ geR (R ? 3
Ryfvas o3 we = orR'E [WR
@A WEER AR 2
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